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Abstract. As the economic and technological problems become more complex and require effective multi-criteria decision making (MCDM) tools for analysis thereof, there is a need for comprehensive MCDM techniques that would be capable to ensure robust optimization with minimum arbitrary assumptions. This paper proposes a new method for MCDM – the Kernel-based Comprehensive Aggregation PROMETHEE (PROMETHEE-KerCA). The proposed approach relies on the kernel density estimation which provides the bandwidths for scaling the differences in the performance of the alternatives. The kernel-based distances are aggregated to establish the performance measures thus following the principle of the outranking. Then, the measures of performance are aggregated in four different manners (additive, multiplicative, minimum and maximum values) to construct the comprehensive overall utility score. The proposed method does not require choosing the preference functions or parameters thereof. The empirical illustration is provided to show the feasibility of the proposed approach. The European Union Member States are ranked by the means of the KerCA method with regards to the objectives of the strategy Europe 2020. The isolated and pooled ranking allows comparing the progress of the countries compared with their initial situation and compared to the other countries in the sample.
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1. INTRODUCTION

Multi-criteria decision making (MCDM) methods are important in identifying the compromise solutions for technological and economic problems. They allow aggregating multiple criteria expressed in different dimensions in order to compare the alternatives. The aggregation can be carried out following different theoretical assumptions (Mohammadi & Rezaei, 2020; Hashemkhani Zolfani et al., 2021; Janovská et al., 2021; Ahmed et al., 2020). The basic classification of the MCDM methods was offered by Belton & Stewart (2002) who identified the value measurement models, reference point models and outranking models. The property of compensation (Bouyssou, 1986) is also important in MCDM as it shows whether the utility of alternatives underperforming in terms of certain criteria can be increased due to outperforming others in some other criteria.

The value measurement models are based on the Multi-attribute Utility Theory (Keeney & Raiffa, 1976). Measures of this type seek to aggregate the normalized values of multiple criteria into single numbers which represent utility of a certain alternative. The aggregation is carried out for each alternative independently with regards to implicitly assumed point of origin (reference point) (Wierzbicka, 2020; Pietrzak, 2019; Bal-Domańska et al., 2020). The MCDM methods in this group include the Simple Additive Weighting (SAW) developed by MacCrimmon (1968) where the additive function is used to aggregate the weighted normalized values. The Analytic Hierarchical Process (AHP) developed by Saaty (1997) establishes the utility function via the pair-wise comparisons. The utility function can take multiplicative form. The Weighted Aggregated Sum Product (WASPAS) method was proposed by Zavadskas et al. (2012). The WASPAS method involves both additive and multiplicative utility functions thus generalizing the earlier approaches. The combined compromise solution (CoCoSo) method was proposed by Yazdani et al. (2019). It aggregates the additive and multiplicative utility functions during the two-step normalization.

The reference point approach relies on explicitly defined reference values (e.g., minima/maxima observed in the data or assumed theoretically, mean values). Therefore, the ideal or typical alternatives are used as benchmarks. The alternatives are then positioned with regards to the reference point(s) in order to derive the utility scores. The technique for order performance by similarity to ideal solution (TOPSIS) was introduced by Hwang & Yoon (1981). The TOPSIS identifies the ideal and negative-deal solutions and applies the Euclidean distance to aggregate the deviations across the criteria (Małkowska et al., 2021; Vavrek & Kovárová, 2021). The VIKOR method was proposed by Opricovic & Tzeng (2004). They suggested using the Manhattan and Chebyshev metric to aggregate the information with ideal alternatives used for linear normalization. Keshavarz Ghorabaee et al. (2016) presented the combinative distance-based assessment (CODAS) method. The CODAS relies on the Euclidean and Manhattan distances along with a threshold parameter. Zavadskas & Turskis (2010) proposed the additive ratio assessment (ARAS) method. The ARAS method introduces the ideal alternative in the decision matrix and then normalizes the resulting utility scores which is somewhat similar to the idea of the VIKOR and SAW. Keshavarz Ghorabaee et al. (2015) proposed the evaluation based on distance from average solution (EDAS) method, the EDAS method utilizes the mean values as the reference point and considers the positive and negative deviations from this point.

There have also been methods covering different types of MCDM techniques (Liao et al., 2020; Peng et al., 2021). Even though many of the aforementioned MCDM methods involve both additive or multiplicative utility functions and some kind of reference points, the Multi-Objective Optimization by Ratio analysis plus Full Multiplicative Form (MULTIMOORA) method (Brauers & Zavadskas, 2010) explicitly applied three different approaches. Specifically, it unifies additive and multiplicative value measurement along with the reference point and Chebyshev metric. Therefore, different combinations of the existing approaches can be applied for the MCDM.
The outranking methods are more complex in their computational approach. They allow for partial ranking which may be reasonable in case the differences among the alternatives under consideration are required to exceed a certain threshold. However, this is governed by the preference functions which require arbitrary choice of the functional form and parameters. Therefore, the decision process involves a substantial degree of subjectivity. The outranking approach involves the pair-wise comparisons of the alternatives under consideration. The ELECTRE (Benayoun et al., 1966) and PROMETHEE (Preference Ranking Organization Method for Enrichment Evaluations; Brans, 1982) are the two well-known outranking methods. These methods have been extended in a number of ways (Yu et al., 2018; Behzadian et al., 2010).

Therefore, there is a need for unifying the desirable properties of different MCDM methods in order to obtain robust results. In this paper, we seek to propose a novel MCDM method, namely the Kernel-based Comprehensive Aggregation (KerCA) method. We suggest exploiting the kernels and bandwidths in the pair-wise analysis of the alternatives. The kernels have been applied in decision making by, e.g., Albuquerque & Montenegro (2016) and Lin et al. (2020). The use of the kernels and Least Squares Cross-Validation allows for data-driven estimation of the bandwidths which can serve as the scaling measures similar to the preference function parameters in the traditional outranking methods. However, the KerCA method is devoid of the arbitrarily chosen preference functions. Specifically, we suggest applying the standard normal cumulative density function to establish the performance values of the alternatives. Then, four different aggregation methods are applied to derive the overall utility scores of the alternatives.

The paper proceeds as follows. Section 2 presents the key blocks for the multi-criteria ranking: the estimation of bandwidths and MCDM method KerCA. Section 3 presents the empirical case of the strategy Europe 2020 where the European Union Member States are ranked by the means of the KerCA. Finally, Section 4 concludes.

2. METHODS

The proposed MCDM approach relies on the kernel density estimation. Particularly, the bandwidth selection is the most important issue in this context. Therefore, we first discuss the preliminaries for data-driven bandwidth selection and then present the aggregation procedures for the MCDM.

2.1. Bandwidth estimation

Least Squares Cross-Validation (LSCV) is applied to compute the bandwidths (Silverman, 1986; Parmeter et al., 2017). The LCSV relies on the kernel estimators. The resulting bandwidths can be applied for the decision making problems, among multiple other possibilities.

Kernel is the function relating its arguments to the corresponding weights. The argument of the kernel function is the scaled distance between two data points. In this paper, we focus on the univariate kernel which considers single argument in the estimation.

Following Silverman (1986), the kernel satisfies the following properties:

$$\int K(t)dt = 1, \int tK(t)dt = 0, \int t^2K(t)dt = k_2 \neq 0,$$

where \(K(\cdot)\) is the kernel function differentiable to the required order. Obviously, the kernel function shares similar properties to the probability density function. The basic difference is that the kernel function is symmetric and centered at the point of origin.

There exist different types of the kernel functions, e.g., Epanechnikov, biweight, triangular, Gaussian or rectangular. The Gaussian kernel follows the shape of the Gaussian distribution. This kernel is not
compact, i.e., its value only approaches zero asymptotically. The Gaussian kernel takes the following form (Silverman, 1986):

$$K(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{(t^2)}{2}},$$

where $t$ is the point of evaluation.

For a univariate data series, $x_1, x_2, \ldots, x_m$, the kernel density at a certain point $X$ is estimated as (Silverman, 1986):

$$f(x) = \frac{1}{mh} \sum_{i=1}^{m} K\left(\frac{X - x_i}{h}\right),$$

where $h$ is the bandwidth that governs the smoothness of the estimated density function. The choice of the bandwidth is important as it can mask the useful information if chosen improperly. Let us consider the mean integrated square error (MISE). The MISE can be defined as follows (Silverman, 1986):

$$MISE(f) = \int \left[ E\left(f(x) - f(x)^2\right) dx + \int \text{var}(f(x)) dx \right],$$

where the last two terms indicate the integrated bias and variance respectively. Therefore, the choice of the bandwidth should ensure that the MISE is minimized. In case a too small (resp. too large) bandwidth is chosen, the integrated variance (resp. bias) increases.

The optimal bandwidth can be estimated via the LSCV method. The essence of the LSCV is to minimize the integrated square error, $R(f) = \int f^2 - 2 \int ff$, with respect to $h$. The kernel density is estimated by leaving each observation out. The procedure can be implemented by, e.g., the np package in R environment (Hayfield & Racine, 2008).

2.2. MCDM based on the kernel bandwidths

In the univariate space, one can easily rank the alternatives with regards to their performance as any two real numbers can be compared against each other once the direction of optimization is known. Therefore, we build our MCDM model on the univariate analysis repeated for each pair of alternatives for each criterion.

The MCDM problems involve multiple different dimensions (units of measurement). In order to account for these differences, the normalization techniques are applied. By using the kernel density approach, one may avoid the normalization and proceed directly with the original data set. Instead, a kind of standardization will be applied.

The proposed procedure for the KerCA method is outlined as follows:

**Step 1.** Decision matrix $[x_{ij}]_{m \times n}$ is established, where $i = 1, 2, \ldots, m$ is the index of alternatives and $j = 1, 2, \ldots, n$ is the index of criteria. Each criterion is attached with weight $w_j$ such that $\sum_{j=1}^{n} w_j = 1$. Let there be two subsets of the criteria: subset $B$ comprises the benefit criteria which should be maximized and subset $C$ comprises cost criteria which should be minimized.

**Step 2.** For each criterion $j$, the kernel densities are estimated. The LSCV is applied. The resulting bandwidths are denoted by $h_j$, $j = 1, 2, \ldots, n$. 
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Step 3. For each criterion $j$, the alternatives are compared against each other taking into account the bandwidth $h_j$. The standard normal cumulative distribution function (cdf) is applied to summarize the results in a comparable manner. Thus:

$$
p_{ij} = \frac{1}{m} \sum_{k=1}^{m} \Phi \left( \frac{x_{ij} - x_{ik}}{h_j} \right), j \in B,
$$

$$
p_{ij} = 1 - \frac{1}{m} \sum_{k=1}^{m} \Phi \left( \frac{x_{ij} - x_{ik}}{h_j} \right), j \in C
$$

(4)

where $\Phi(\cdot)$ is the standard normal cdf. Here, we suggest using the standard normal cdf for sake of brevity. However, one could exploit the cumulative kernel densities as measures of the distribution.

In this case, $p_{ij}$ indicates the relative performance of alternative $i$ against the other alternatives in terms of criterion $j$. Note that the standard normal pdf is centered around 0.5. Therefore, values of $p_{ij}$ greater than 0.5 indicate relatively good performance in a certain dimension of the assessment. The scaling is applied in Eq. 4 in order to ensure comparability across the criteria. Therefore, this step corresponds to the normalization stage.

This step is similar to the standardization when the values are compared to means and scaled by standard deviations. However, in this instance, we do not consider just a single observation (alternative) throughout the calculation. Rather, we present the pair-wise comparisons (distances) scaled by the bandwidth which based on the kernel density estimation. It could also be possible to avoid the cdf and use the kernel functions directly. In the case compact kernels are applied, one could set the thresholds of differences between any two arbitrarily chosen alternatives that should be ignored during the calculations. Also, the PROMETHEE method with the Gaussian preference function may be similar in this regard. However, the difference lies in the scaling as discussed above and the aggregation that proceeds as suggested below.

Step 4. The relative performance indicators are aggregated across the criteria for each alternative $i$ to obtain the overall utility scores. We suggest using different instances of aggregation in this case. The two value measurement techniques are based on the additive and multiplicative aggregation, whereas the two measures based on the reference point approach focus on the minima and maxima for each alternative. Therefore, both the expected value and the upper and lower bounds of the performance values $p_{ij}$ are taken into account.

The additive value measurement is facilitated as:

$$
\nu_i^A = \sum_{j=1}^{n} w_j p_{ij}, i = 1,2,...,m.
$$

(5)

The multiplicative value measurement proceeds as:

$$
\nu_i^M = \prod_{j=1}^{n} (p_{ij})^{w_j}, i = 1,2,...,m.
$$

(6)

Reference point approach for the lower bounds of the performance values is implemented as follows:

$$
r_{ij}^{\text{min}} = \min_{j=1,2,...,n} p_{ij}, i = 1,2,...,m.
$$

(7)

Reference point approach for the upper bounds is applied as:
Step 5. The resulting measures need to be normalized prior to aggregation into the overall measure of utility. The utility scores are scaled by the observed maximum values and weighted during the aggregation:

\[ u_i = \lambda_1 \frac{v_i^A}{\max_{i=1,2,...,m} v_i^A} + \lambda_2 \frac{v_i^M}{\max_{i=1,2,...,m} v_i^M} + \lambda_3 \frac{r_i^{min}}{\max_{i=1,2,...,m} r_i^{min}} + \lambda_4 \frac{r_i^{max}}{\max_{i=1,2,...,m} r_i^{max}} \]

where \( \lambda_i \in [0,1], i = 1, 2, 3, 4 \) governs the relative importance of the utility measures such that \( \sum \lambda_i = 1 \), \( i = 1, 2, 3, 4 \). Indeed, the multiplicative value measure is more sensitive to extreme values (if compared to the additive one) and can affect the ranking of alternatives with such values of the criteria. The upper and lower bounds of the performance values are taken into account so that a non-compensatory mechanism would be involved in the analysis.

Step 6. The alternatives are ranked in descending order of \( u_i \).

Note that the proposed method is characterized by the use of multiple different utility measures that are applied when constructing the overall utility measure. Indeed, there have been different methods proposed that involve additive, multiplicative or reference point approaches (Brauers & Zavadskas, 2010; Lakićević & Srđević, 2017). The KerCA method proposed in this paper offers even more complex structure of the utility function which may increase the discriminatory power.

3. EMPIRICAL ILLUSTRATION – STRATEGY EUROPE 2020

3.1. Data

We illustrate the proposed approach by considering the case of the European Union (EU) policies which seek to promote the competitiveness and sustainability of the EU economy. The Lisbon strategy in 2000 marked the initial attempt to propose an overarching strategy with corresponding structural indicators to track the progress of its implementation. The EU Member States then adopted the national plans to implement the strategic objectives. The Lisbon strategy focused on the period of 2000-2010. Currently, the EU is entering the ultimate stage of the strategy Europe 2020 which addresses multiple sectors in terms of cohesion, sustainability and growth (Soriano & Mulatero, 2010; Liobikiene & Butkus, 2017; Armstrong, 2012). The strategy focuses on the period of 2010-2020.

Rogge (2019) presented a benefit-of-the-doubt model along with the multiplicative index to assess the progress towards implementation of the objectives envisaged in the Europe 2020 strategy at the EU Member States level. The social, economic and environmental objectives were considered. The social objectives represent the inclusion in the labor market, education and poverty. The environmental objectives include the 20-20-20 goals for the renewable energy policy. The economic objectives include investments into research. Note that some indicators can be attributed to multiple groups (e.g., poverty rate identifies both social and economic objectives). We follow the latter study and consider the eight indicators representing the strategic goals of Europe 2020 (Table 1).
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Indicators for performance of the Europe 2020 strategy.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Criterion</th>
<th>Dimension</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>Employment rate</td>
<td>% of population aged 20–64</td>
<td>$B$</td>
</tr>
<tr>
<td>$C_2$</td>
<td>Gross domestic expenditure on research and (experimental) development</td>
<td>% of GDP</td>
<td>$B$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>Greenhouse gas emissions</td>
<td>% (compared to the 1990 level)</td>
<td>$C$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>Share of renewable energy in gross final energy consumption</td>
<td>%</td>
<td>$B$</td>
</tr>
<tr>
<td>$C_5$</td>
<td>Gross primary energy consumption</td>
<td>% (compared to the 2005 level)</td>
<td>$C$</td>
</tr>
<tr>
<td>$C_6$</td>
<td>Early leavers from education and training</td>
<td>% of population aged 18–24</td>
<td>$C$</td>
</tr>
<tr>
<td>$C_7$</td>
<td>Tertiary educational attainment</td>
<td>% of population aged 30–34</td>
<td>$B$</td>
</tr>
<tr>
<td>$C_8$</td>
<td>Poverty and social exclusion</td>
<td>Number of persons who are at risk of poverty, severely materially deprived or living in households with very low work intensity (%)</td>
<td>$C$</td>
</tr>
</tbody>
</table>

Note: B and C indicate the sub-sets of the benefit and cost criteria respectively.

Source: own compilation

The indicator chosen for the analysis are relative ones and can be compared across the countries. However, certain indicators lack economic rationale. For instance, indicators related to energy use and greenhouse gas emissions are relative to the country-specific benchmarks (i.e., levels in the base periods). In this case, the economic growth remains ignored. However, we include these indicators in the analysis as they are used in the official documents and the Eurostat database (European Commission, 2020). The data for 2010-2018 are considered.

The distributions of the criterion values for 2010 and 2018 are provided in Fig. 1. The two distributions are compared by applying the non-parametric test by Li et al. (2009). This allows ascertaining whether the EU Member States achieved progress in terms of a certain indicator.
For employment rate ($C_1$), the distribution shifted to the right during 2010-2018 which corresponds to an increasing employment rate. The distributions are significantly different ($p < 0.01$). There has been no progress in regards to expenditure on research and development (as measured in the percentage of the GDP, $C_2$). This is confirmed by both Fig. 1 and the statistical test ($p = 0.654$).

Greenhouse gas emission ($C_3$) shows a movement of the distribution towards left (i.e., a decline) during 2010-2018. However, this is not supported by the statistical test ($p = 0.178$) even though the associated p-value is marginally exceeding the 15% level of significance. The share of the renewable energy ($C_4$) shows a slight movement towards right which indicates an increase. The test does not indicate a significance difference ($p = 0.288$). The primary energy consumption ($C_5$) shows a decline in terms of the distribution movement. Furthermore, the test suggests a significant difference between the two distributions ($p = 0.012$).

The share of early leavers from education and training ($C_6$) declined significantly as suggested by the density plot moving towards left and the statistical test ($p = 0.148$) assuming the 15% level of significance. The share population completed the tertiary education ($C_7$) significantly went up during 2010-2018 ($p = 0.022$). Therefore, the education-related objectives were rather successfully implemented in the EU (in this case, we do not consider the country-specific targets but only the general trends). Note that $C_7$ shows bi-modal distribution which suggests that the use of the kernel density is more appropriate in this case than the parametric distributions.

The social cohesion has not been achieved as suggested by the stable distribution of the share of population facing poverty or social exclusion ($C_8$). The test fails to reject the null hypothesis of equality of distributions ($p = 0.684$). Therefore, the social dimension of the strategy requires more attention.
3.2. Data

We consider the case of the Europe 2020 strategy by embarking on the multi-criteria comparison of the EU Member States in terms of progress towards implementing objectives outlined in Table 1. As one can note, these indicators are measured in different dimensions and feature different directions of optimization. In the previous sub-section, we also showed that the actual trends of the changes in the criterion values do not necessarily correspond to the desirable ones. Therefore, we proceed with multi-criteria evaluation in order to identify the best- and worst-performing Member States.

The data for 2010 and 2018 are pooled into a single decision matrix. Then, the observations are ranked without considering the time periods they belong to. This allows not only to rank the countries during the two time periods, but also to meaningfully compare their progress in these two time periods. Thus, the changes in the relative performance of each country can be obtained. Besides, the overall utility scores are used to derive the isolated rankings for 2010 and 2018. This allows to track the changes in the relative positions across the two time periods. Therefore, we arrive at the three measures of performance: overall utility scores, pooled ranking and isolated ranking.

Note that indicators in Table 1 fall within the five thematic groups. Therefore, we assign these groups with equal importance (0.2). Then, the indicators are assigned with weights that add up to the group weight in the same manner. For instance, the three energy-related indicators are assigned with weights of $1/(5 \times 3)$ each. Even though more sophisticated approaches based upon expert assessment or data structure can be applied, we believe that taking into account all the thematic groups of indicators and assigning them with equal importance corresponds to the objectives of sustainable and inclusive growth stipulated in the strategy. We assign equal importance to the four utility measures in Eq. 9.

The pooled decision matrix is processed as outlined in Section 2.2. The bandwidths are obtained through the LSCV. The descriptive statistics, bandwidths and weights of the criteria are presented in Table 2.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
<th>$C_6$</th>
<th>$C_7$</th>
<th>$C_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>59.5</td>
<td>0.44</td>
<td>42.64</td>
<td>0.979</td>
<td>74.3</td>
<td>3.3</td>
<td>18.3</td>
<td>12.2</td>
</tr>
<tr>
<td>1st Q.</td>
<td>65.1</td>
<td>0.7825</td>
<td>67.07</td>
<td>10.40</td>
<td>91.03</td>
<td>6.95</td>
<td>31.88</td>
<td>18.23</td>
</tr>
<tr>
<td>Median</td>
<td>72.15</td>
<td>1.375</td>
<td>87.26</td>
<td>15.816</td>
<td>95.08</td>
<td>10.3</td>
<td>41.25</td>
<td>21.4</td>
</tr>
<tr>
<td>Mean</td>
<td>70.97</td>
<td>1.5688</td>
<td>85.94</td>
<td>18.499</td>
<td>95.63</td>
<td>10.7</td>
<td>38.57</td>
<td>23.26</td>
</tr>
<tr>
<td>3rd Q.</td>
<td>75.42</td>
<td>2.085</td>
<td>102.45</td>
<td>24.48</td>
<td>100.37</td>
<td>12.7</td>
<td>45.7</td>
<td>27.3</td>
</tr>
<tr>
<td>Max.</td>
<td>82.4</td>
<td>3.71</td>
<td>161.52</td>
<td>54.645</td>
<td>122.23</td>
<td>28.3</td>
<td>57.6</td>
<td>49.2</td>
</tr>
<tr>
<td>$h_j$</td>
<td>3.443</td>
<td>0.419</td>
<td>13.322</td>
<td>8.457</td>
<td>8.630</td>
<td>4.323</td>
<td>9.301</td>
<td>2.999</td>
</tr>
<tr>
<td>$w_j$</td>
<td>0.200</td>
<td>0.200</td>
<td>0.067</td>
<td>0.067</td>
<td>0.067</td>
<td>0.100</td>
<td>0.100</td>
<td>0.200</td>
</tr>
</tbody>
</table>

Source: own calculation

The results of the KerCA-based assessment of the EU Member States’ performance are summarized in Table 3. The average values are provided for the measures based on the pooled data (i.e., utility scores and pooled ranks). Indeed, the averages for isolated ranks and their change have no meaning. The general trend is that the utility scores went up during 2010-2018 with the average growth of 32.7%. Correspondingly, the average decline in the ranks is -15.2 which indicates that the observations from 2018 dominate those from 2010.
Table 3
Multi-criteria ranking of the EU Member States based on the PROMETHEE-KerCA method

<table>
<thead>
<tr>
<th>Member State</th>
<th>Utility score 2010</th>
<th>Utility score 2018</th>
<th>Growth (%)</th>
<th>Pooled rank 2010</th>
<th>Pooled rank 2018</th>
<th>Change</th>
<th>Isolated rank 2010</th>
<th>Isolated rank 2018</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0.606</td>
<td>0.777</td>
<td>28.3</td>
<td>25</td>
<td>10</td>
<td>-15</td>
<td>7</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.552</td>
<td>0.718</td>
<td>34.8</td>
<td>35</td>
<td>13</td>
<td>-22</td>
<td>13</td>
<td>12</td>
<td>-1</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>0.390</td>
<td>0.520</td>
<td>33.1</td>
<td>51</td>
<td>39</td>
<td>-12</td>
<td>23</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>Cyprus</td>
<td>0.348</td>
<td>0.473</td>
<td>36.0</td>
<td>55</td>
<td>44</td>
<td>-11</td>
<td>27</td>
<td>27</td>
<td>0</td>
</tr>
<tr>
<td>Croatia</td>
<td>0.476</td>
<td>0.655</td>
<td>37.5</td>
<td>43</td>
<td>21</td>
<td>-22</td>
<td>17</td>
<td>16</td>
<td>-1</td>
</tr>
<tr>
<td>Czechia</td>
<td>0.585</td>
<td>0.842</td>
<td>43.9</td>
<td>27</td>
<td>5</td>
<td>-22</td>
<td>9</td>
<td>4</td>
<td>-5</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.709</td>
<td>0.931</td>
<td>31.3</td>
<td>14</td>
<td>2</td>
<td>-12</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.575</td>
<td>0.551</td>
<td>-4.1</td>
<td>29</td>
<td>32</td>
<td>3</td>
<td>11</td>
<td>20</td>
<td>9</td>
</tr>
<tr>
<td>Finland</td>
<td>0.704</td>
<td>0.874</td>
<td>24.2</td>
<td>15</td>
<td>4</td>
<td>-11</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>France</td>
<td>0.663</td>
<td>0.827</td>
<td>24.7</td>
<td>20</td>
<td>7</td>
<td>-13</td>
<td>5</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Germany</td>
<td>0.671</td>
<td>0.834</td>
<td>24.2</td>
<td>19</td>
<td>6</td>
<td>-13</td>
<td>4</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Greece</td>
<td>0.422</td>
<td>0.544</td>
<td>28.9</td>
<td>48</td>
<td>33</td>
<td>-15</td>
<td>20</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.417</td>
<td>0.686</td>
<td>64.7</td>
<td>49</td>
<td>17</td>
<td>-32</td>
<td>21</td>
<td>14</td>
<td>-7</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.520</td>
<td>0.628</td>
<td>20.8</td>
<td>37</td>
<td>24</td>
<td>-13</td>
<td>14</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>Italy</td>
<td>0.366</td>
<td>0.541</td>
<td>47.9</td>
<td>53</td>
<td>34</td>
<td>-19</td>
<td>25</td>
<td>22</td>
<td>-3</td>
</tr>
<tr>
<td>Latvia</td>
<td>0.465</td>
<td>0.645</td>
<td>38.7</td>
<td>45</td>
<td>23</td>
<td>-22</td>
<td>18</td>
<td>17</td>
<td>-1</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.580</td>
<td>0.770</td>
<td>32.8</td>
<td>28</td>
<td>11</td>
<td>-17</td>
<td>10</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>0.567</td>
<td>0.692</td>
<td>22.0</td>
<td>31</td>
<td>16</td>
<td>-15</td>
<td>12</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>Malta</td>
<td>0.265</td>
<td>0.502</td>
<td>89.2</td>
<td>56</td>
<td>42</td>
<td>-14</td>
<td>28</td>
<td>26</td>
<td>-2</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.603</td>
<td>0.734</td>
<td>21.8</td>
<td>26</td>
<td>12</td>
<td>-14</td>
<td>8</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>Poland</td>
<td>0.454</td>
<td>0.526</td>
<td>15.9</td>
<td>46</td>
<td>36</td>
<td>-10</td>
<td>19</td>
<td>23</td>
<td>4</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.384</td>
<td>0.572</td>
<td>49.0</td>
<td>52</td>
<td>30</td>
<td>-22</td>
<td>24</td>
<td>19</td>
<td>-5</td>
</tr>
<tr>
<td>Romania</td>
<td>0.411</td>
<td>0.512</td>
<td>24.7</td>
<td>50</td>
<td>41</td>
<td>-9</td>
<td>22</td>
<td>25</td>
<td>3</td>
</tr>
<tr>
<td>Slovakia</td>
<td>0.516</td>
<td>0.685</td>
<td>32.8</td>
<td>40</td>
<td>18</td>
<td>-22</td>
<td>16</td>
<td>15</td>
<td>-1</td>
</tr>
<tr>
<td>Slovenia</td>
<td>0.654</td>
<td>0.809</td>
<td>23.6</td>
<td>22</td>
<td>8</td>
<td>-14</td>
<td>6</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Spain</td>
<td>0.360</td>
<td>0.447</td>
<td>24.0</td>
<td>54</td>
<td>47</td>
<td>-7</td>
<td>26</td>
<td>28</td>
<td>2</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.882</td>
<td>1.000</td>
<td>13.4</td>
<td>3</td>
<td>1</td>
<td>-2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.520</td>
<td>0.791</td>
<td>52.0</td>
<td>38</td>
<td>9</td>
<td>-29</td>
<td>15</td>
<td>8</td>
<td>-7</td>
</tr>
<tr>
<td>Average</td>
<td>0.523</td>
<td>0.682</td>
<td>32.7</td>
<td>36.1</td>
<td>20.9</td>
<td>-15.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: observations for years 2010 and 2018 are ranked together for the pooled ranks and separately for the isolated ranks.

Source: own calculation

Comparison of the pooled ranks across the time periods for each country indicates how much they progressed in terms of the objectives of the Europe 2020 strategy. The only country showing decline is Estonia where the overall utility score declined by 4.1% and its results for 2018 are ranked below those for 2010 (pooled ranks of 32 and 29 respectively). Accordingly, the isolated ranks for Estonia show that it descended from the 11th place in 2010 down to 20th place in 2018.

Combining isolated and pooled ranking allows deriving conclusions regarding the progress of the countries compared with their initial situation in 2010 and compare to the other countries in the sample. Thus, even though the countries achieved progress with regards to their performance in 2010, the isolated ranking shows that some countries did not catch up with the overall sample growth. For instance, Poland
and Ireland show declines in the isolated ranking (descending by 4 places) even though their performance improved during 2010-2018 (utility scores went up by 16-20% and the pooled ranking suggests ascension).

Looking at the isolated ranking also allows one to identify the best- and worst-performing countries for each time period. Obviously, Sweden, Denmark and Finland dominate the EU Member States in achieving the sustainable and inclusive growth. These results are valid for both 2010 and 2018. Therefore, the Nordic countries provide a useful case for further analysis. Still, even the lowest-ranking countries (e.g., Malta and Cyprus) managed to achieve progress as indicated by the pooled ranking.

As it was shown in Table 2 that the progress has been achieved in terms of the strategic objectives during 2010-2018. We further apply the non-parametric test (Li et al., 2009) to formally test the difference between the two distributions of the utility scores rendered by the KerCA (the pooled sample is used). The two distributions of the overall utility scores are provided in Fig. 2. As one can note, the 2018 distribution stochastically dominates the one for 2010. However, bimodality becomes more obvious in 2018 which indicates appearance of the two groups of countries. The statistical test confirms that the distributions for 2010 and 2018 are significantly different ($p < 0.01$).

![Figure 2. Kernel densities for the overall utility scores ($u_i$) for 2010 (solid line) and 2018 (dashed line)](source: own calculation)

The KerCA method involves four measures of utility as shown in Eq. 9. They are scaled with respect to the maximum values observed. We check if the ranking of the alternatives differs across the four measures involved in the construction of the overall utility score. Fig. 3 presents the graphical distribution. In this case, the points above or below the diagonal line indicate discordance in ranking across the two techniques. Table 4 presents the rank correlation coefficients for each pair of measures.
Figure 3. Ranking of the alternatives according to different utility measures used in the KerCA

Note: the normalized utility scores are used as shown in Eq. 9.

Source: own calculation

<table>
<thead>
<tr>
<th></th>
<th>multiplicative</th>
<th>min</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td>additive</td>
<td>0.96</td>
<td>0.76</td>
<td>0.68</td>
</tr>
<tr>
<td>multiplicative</td>
<td>0.88</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>min</td>
<td></td>
<td>0.33</td>
<td></td>
</tr>
</tbody>
</table>

Note: the normalized utility scores are used as shown in Eq. 9.
Source: own calculation

The highest consistency in ranking is observed between the additive and multiplicative measures (\(R = 0.96\)). The data in Fig. 4 show that the discordance in ranking mostly occurs for the middle-ranked observations considering the latter pair of the utility measures. The coefficient of correlation declines for the other combinations of the utility measures and reaches the minimum value in the case of the reference point approach when rankings on the minimum and maximum preference values are compared for each alternative (\(R = 0.33\)). Therefore, the use of the multiple aggregation methods allows for a more comprehensive analysis and robust ranking. One can also adjust the weighting vector for the four measures of utility in Eq. 9 in order to take into account preferences towards the aggregation principles that may exist in the decision making process.

4. CONCLUSION

The paper proposed a novel MCDM method, namely the PROMETHEE Kernel-based Comprehensive Aggregation (KerCA). The new method allows for pair-wise comparison among the alternatives in the fashion of the outranking methods. The major difference is that the bandwidths obtained via the Leas Squares Cross Validation are used as the scaling variables rather than arbitrarily set parameters of the preference functions. The kernel-based distances are normalized by applying the standard normal cumulative distribution function. The resulting dimensionless numbers are aggregated over the alternatives to deliver the relative performance measures. These measures are then aggregated in the following ways:

- Additive value measurement,
The kernel-based comprehensive aggregation PROMETHEE (PROMETHEE-KerCA) method ...

- Multiplicative value measurement,
- Reference point approach for the minimum values, and
- Reference point approach for the maximum values.

Therefore, the proposed method combines the virtues of different types of the aggregation measures. The weighting can be applied to assign different importance to these four measures of utility when constructing the overall utility score.

The empirical illustration of the KerCA method dealt with the case of the Europe 2020 strategy. The European Union Member States were compared in terms of the strategic goals by applying the proposed method. The countries were ranked in a pooled manner (observations from two time periods) to identify their performance growth relative to the initial levels and an isolated manner (ranking for each time period separately) to compare the countries among themselves. The results also showed that the four aggregation techniques used in the construction of the overall efficiency score induced differences in the rankings. Thus, integration of these measures in the KerCA improves the robustness of the analysis.

The further research could aim to extend the proposed KerCA method with additional weight analysis tools. The Monte Carlo simulation could be adopted to check the stability of the ranking rendered by the KerCA. Finally, the averaging operators could be applied in the aggregation procedures underlying the KerCA.
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